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Problem & Motivation Method Dataset:
Problem: cross-domain few shot classification. ) L
. . ( \( ) o Source: minilmageNet.
o Two domains: source and ta rget domain. Input Image Reconstructed Image InputImage ==sssssssssessssssssnnnsnans, e Reconstructed Image k .
2 v g Lo v o Target: CropDisease, EuroSAT, ISIC, ChestX,
o Enough data on source domain. ‘ Leis-p d cls—P e dszb d — Car CUB, Plantae. Places
o Limited data on the target domain. m 4 W E ’W t - ‘l Ablation study and statistical analvsis:
o Goal: borrow information from source . ’ ation study and statistical analysls:
dom;\in to helo the recoznition on the _ o Asingle encoder on source domain(Encoder).
target domainp g . |' =y o One-step fine-tune based on NSAE (NSAE-).
Genera?approach-ltransfer learning ‘ : © Train with the proposed method (NSAE).
Observation: tradé-off between the accuracy ﬂ © Do not feed in reconstructed image during
L o pre-train (SAE).
& generalization capability of the model X I
tragined on the sourse don:ain = = F o Double the weight on the classification loss of
. \ SO DomalnPre LG : I\ — grzciiiomaintiing tun : J original images without classifying the
oA competent feature extractor fa fits the An overview of the proposed pipeline.A noise-enh d supervised der (NSAE) is pre-ti d with source dataset on the source domain to improve the reconstructed image during pre train(SAE(+))
B . generalization capability. The fine-tuning on the target domain is a two-step procedure that first performs reconstruction task on novel dataset, and then the encoder is - .
source domain very well (a) yet fails when Bt for chaicanion.
transferred to different classes in target . X
domain (c) Pre-train on the source domain
) o Noise-enhanced autoencoder jointly predicts the labels of inputs and reconstructs the inputs
o Aless perfect feature extractor f, on the . o . S
source dataset (b) may have stronger o Feed the reconstructed images as noisy inputs into encoder for classification.
M M
generalization capability and perform well 1 A1,cls-P e Ao s s
in target domain (d). Lnsar(9,¥;Ds) = i Z Loxs (005%50,,ym) + i Z Lesp(0; fo(X0)s Um)
- ey Acls m=1 m=1 Cerce | Bsrec Ve smece e msmed
s el Tay e L35 (6, 0:%,y) = Las(X,y) + ALrec (4, ;%) .
& R Fine-tune on the target domain o Use intra-class correlation(ICC) to measure
E RS o o Step 1: reconstruct the images for a few epochs by minimizing the reconstruction loss. the discriminability of feature embeddings.
£ o e LR ) o Step 2: only train the encoder by minimizing the classification loss during fine-tune. o Encoder from NASE is not as discriminative as
£ L extractor fj, . L . .
il oo dom Classification loss functions: traditional training on source domain, but it
¢ )fr“'"'"g on source domain o Classification loss during pre-train: cross entropy (CE), batch spectral regularization (BSR). generalizes better on target domain.
! lfeal:'ref 5© o Classification loss during fine-tune: CE, distance based loss for few-shot learning (D). L : :
extractor fo . . . 250
o : o The combination leads to 4 loss functions: CE+CE, BSR+CE, CE+D, BSR+D - X N
8 - !I ; Network architecture: g2 :
feature g17s.
,;‘g ! extractor f; (d) o Conv4 and ResNet10 as encoder . X
! (‘2) ) o o Self-designed decoder that is roughly symmetric to the encoder. 125
testing on target domain . PR “’“'T z 08
Motivation: Experlment settlng. CE(ConA) geg (ComvA) ¢ (reshetiOly restietiO) e (Conv®) g (Com) g (resteti Oy moshetiO)
o increase generalization capability of the o 5-way K'Sh?t (k=5,20,50) . )
classifier trained on the source domain o 600 repetitions o We can achieve the SoTA. See full experiment
\ AN L results in our paper.




